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Abstract Information System (IS) project selection is a critical decision making task
that can significantly impact operational excellence and competitive advantage ofmod-
ern enterprises and also can involve them in a long-term commitment. This decision
making is complicated due to availability of numerous IS projects, their increasing
complexities, importance of timely decisions in a dynamic environment, as well as
existence of multiple qualitative and quantitative criteria. This paper proposes a Data
Envelopment Analysis approach to find most efficient IS projects while considering
subjective opinions and intuitive senses of decision makers. The proposed approach
is validated by a real world case study involving 41 IS projects at a large financial
institution as well as 18 artificial projects which are defined by the decision makers.
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1 Introduction

Digital economy has converted Information Technology (IT) management to one of
the critical organizational positions. Today, IT managers have many responsibilities
(e.g., data centers, staff management, telecommunication, servers, workstations, web-
sites, user support, regulatory compliance, disaster recovery) and interact with various
departments within the enterprise. In many organizations, these managers can have a
direct impact on strategic direction of the company (Holtsnider and Jaffe 2012).

A critical task of IT managers is the decision making by which the most proper IS
projects are selected from a set of competing proposals (Asosheh et al. 2010; Badri
et al. 2001). This decision making is difficult and complicated due to availability of
numerous IS projects, their increasing complexities, importance of timely decisions
in a dynamic environment (Deng and Wibowo 2008), as well as existence of various
qualitative and quantitative criteria (Chen andCheng 2009;Yang et al. 2013). Selecting
the best IS projects is a critical strategic resource allocation decision that can involve
the enterprise in a long-term commitment (Badri et al. 2001). In these contexts, estab-
lishing a systematic IS project selection approach is of great importance for today’s
organizations (Yang et al. 2013).

The IS project selection is a Multi-Criteria Decision Making (MCDM) problem
(Karsak and Özogul 2009; Lee and Kim 2001; Yeh et al. 2010) that has received lots
of attention from both academic researchers as well as industrial practitioners. While
various methods have been proposed in the literature, approaches that consider deci-
sion makers’ subjective opinions have gained less attention. Moreover, those existing
methods that accommodate subjective opinions often require decision makers to pro-
vide criteria weights (either regarding exact numeric values or fuzzy linguistic terms),
which could be difficult and impossible is some cases. In other words, while these
methods can be useful in supporting IS project selection, they suffer from requiring a
significant amount of input from the decision makers which often proves to be tough
to obtain. In many decision situations, it is easier for decision makers to provide sam-
ples of good and bad alternatives rather than defining weights for decision criteria
and calculating the utility of alternatives (Sowlati et al. 2005). This paper extends a
novel Data Envelopment Analysis (DEA) approach for evaluation and selection of
IS projects from a set of competing proposals. The approach takes into account the
subjective and intuitive opinions of decision makers regarding artificial projects that
are representative of good or bad alternatives.

Charnes et al. (1978) introduced the first DEA model (CCR model) under con-
stant returns to scale (CRS) assumption and Banker et al. (1984) extended a new
DEAmodel (BCC model) with the aim of considering variable returns to scale (VRS)
assumption. DEA is a non-parametric Linear Programming (LP) based technique for
measuring the relative efficiency of a set of homogeneous units, usually referred to
as Decision Making Units (DMUs). The basic idea of DEA is that the relative effi-
ciency of a DMU is determined by its ability to convert inputs into desired outputs.
Due to its successful applications and case studies, DEA has received an enormous
amount of attention by researchers. Efficiency analysis of organizational investments
in IT (Shafer and Byrd 2000), evaluation of data mining algorithms (Nakhaeizadeh
and Schnabl 1997), examining bank efficiency (Paradi and Zhu 2013), modeling envi-
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ronmental performance and energy efficiency (Arabi et al. 2016; Zhou et al. 2008),
assessment of company’s financial statements (Edirisinghe and Zhang 2007), perfor-
mance evaluation of Research and Development (R&D) active firms (Khoshnevis and
Teirlinck 2018), examining Spanish and Portuguese construction companies (Kapelko
2018), and ranking of countries in Summer Olympic Games 2016 (Jablonsky 2018)
are among applications of DEA in various areas.

One of the purposes of DEA in practice is to provide the prioritization among
DMUs. However, DEA models partition all the DMUs into two sets: efficient and
inefficient, where an efficient and inefficient DMU respectively have a score of 1
and less than 1. Hence, these models fail to provide more information about the
efficient DMUs. To tackle this issue, some ranking methods are developed which
enable us to discriminate between efficient DMUs. The supper-efficiency and cross-
efficiency are two well-known ranking methods which are originated by Andersen
and Petersen (1993) and Doyle and Green (1994), respectively. The super-efficiency
model compares the unit under evaluation with a linear combination of all other units.
As amatter of fact, the super-efficiency score is obtained by eliminating the data on the
unit under consideration from the solution set, and hence the efficient DMU may get
a score greater than one. Nonetheless, the supper-efficiency models may suffer from
infeasibility issue (Adler et al. 2002). Cross-efficiency is based on the concept of peer
review and on the efficiencies determined for each DMU by using optimal weighting
from other DMUs (Sexton et al. 1986). It is harder to have ties in cross efficiency than
in traditional DEA; however, cross-efficiency uses a fixed weighting scheme for all
DMUs for single input and multiple outputs, which eliminates the flexibility of each
DMU to have its own weighting scheme (Sowlati et al. 2005).

In some real-world problems, known as selection-based problems, selecting a sin-
gle efficient unit is concerned rather than ranking all DMUs: For instance, in DEA
applications such as robot selection (Baker and Talluri 1997), flexible manufactur-
ing system selection (Shang and Sueyoshi 1995), enterprise resource planning system
selection (Karsak and Özogul 2009; Lall and Teyarachakul 2006), media selection
(Farzipoor Saen 2011), recommender system selection (Sohrabi et al. 2015), athlete
selection (Masoumzadeh et al. 2016; Ramón et al. 2012; Toloo and Tavana 2017), and
facility layout design problem (Ertay et al. 2006; Toloo 2015). This paper presents a
new DEA approach for selecting most efficient IS projects in the presence of user sub-
jective opinions. The paper illustrates the application of the approach to a real-world
case in a financial institution, and also compares its results with previous methods.
The approach can be applied in situations where decision maker(s) need to rank and
select from alternatives that are in competition for limited resources. While this paper
focuses on IS project selection as the main application case, the approach could be
used in future for ranking alternatives in other domains, where the goal is to rank
alternatives given a set of criteria and managerial judgments.

The rest of this paper is structured as follows. Section 2 reviews previously proposed
methods for ranking IS projects. Section 3 reviews baseline DEA models that are
related to this study. Section 4 presents our proposed DEA approach. In order to
validate the proposed approach and to illustrate its characteristics and advantages, the
penultimate section utilizes a real data set involving 41 real IS projects along with 18
artificial projects which have been defined by the decision makers. It also compares
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the new approach with some other approaches. This paper ends with Sect. 6 which
provides some concluding remark and directions for future research.

2 Related works

Numerous methods have been proposed in the literature for evaluating and ranking
IT and IS projects. For example, Schniederjans and Santhanam (1993) proposed a
zero–one goal programming model for selecting IS projects and discussed the impor-
tance of using multi-objective, constrained resource modeling in IS project selection
decision making. Han et al. (1998) used quality function development technique to
propose a method for determining IS development projects priority. Their approach
takes alignment between business strategy and IS into consideration as a part of
the evaluation process and then the approach was applied to a real-world case in
Korea. Santhanam and Kyparisis (1995) synthesized project selection models of var-
ious disciplines (e.g., R&D, capital budgeting) and formulated a nonlinear 0–1 Goal
Programming (GP) model for IS project selection. Schniederjans and Wilson (1991)
combined Analytic Hierarchy Process (AHP) within GP modeling to propose an IS
project selection methodology. The authors demonstrated the applicability of their
approach on a numerical example and showed that hybrid approaches have advan-
tages from using these techniques separately.

Lee and Kim (2001) discussed that previous methods disregard the interdependen-
cies among decision criteria and alternative projects and also lack a group decision
making approach. To overcome these drawbacks, they synthesized Delphi technique,
Analytic Network Process (ANP), and zero–one GP as an integrated approach for IS
project selection. Shafer and Byrd (2000) proposed a framework based on DEA for
evaluating the efficiency of organizational IT investments and applied their method
to data from 209 large organizations. Badri et al. (2001) discussed that multiple fac-
tors affect the IS project selection decision and there is a lack of a single model that
includes all necessary factors. To tackle this drawback, the author proposed a zero–one
GP project selection model that includes a comprehensive set of factors derived from
other disciplines. Real-world data of IS projects were used to validate their approach.
Sowlati et al. (2005) proposed a DEA method for ranking IS projects. Their approach
needs decision makers to define a set of artificial projects to which each real project is
compared and receives a ranking score. They tested their approach on real data of IS
projects at a large financial institution. Later in this paper, we will refer to this study
and show the application of our approach on the data set presented in their paper, along
with a comparison analysis with other similar methods.

Sarkis and Sundarraj (2006) proposed a two-stage methodology for evaluation of
enterprise IT technologies. The first stage uses ANP to produce utility weights for
each alternative and the second stage uses integer programming to select alternative(s)
subject to managerial and cost constraints. Kengpol and Tuominen (2006) proposed
an integrated approach of ANP, Delphi, and Maximise Agreement Heuristic (MAH)
method for reaching a group consensus and selecting IT proposals. The approach was
applied in a real case of five logistics firms in Thailand also some of its limitations
were discussed. Deng and Wibowo (2008) developed a decision support system for
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assisting selection of the multi-criteria analysis method in solving the IS project selec-
tion problem. The proposed system includes a knowledge base of IF–THEN rules that
represent the effect of the characteristics of decision problem and requirements on
the decision analysis technique. They demonstrated the applicability of the proposed
approach in a real case of selecting a supply chain management IS project at a steel
mill company in Taiwan. Karsak and Özogul (2009) proposed an approach which
integrates Quality Function Deployment (QFD), fuzzy linear regression and zero–one
goal programming to deal with Enterprise Resource Planning (ERP) system selection.
Gao et al. (2008) proposed a fuzzy approach based on the Technique for Order Perfor-
mance by Similarity to Ideal Solution (TOPSIS) for IS project selection. The authors
illustrated the approach on a case study of IS selection in a Chinese university.

Yeh et al. (2010) presented a fuzzy multi-criteria decision making approach for
selecting IS projects. The proposed approach handles subjectiveness and imprecision
of the human decision making process and uses triangular fuzzy numbers to char-
acterize linguistic terms. Nalchigar and Nasserzadeh (2009) proposed a DEA model
for finding efficient IS project in the presence of imprecise data and illustrated its
application on real data of eight competing IS project proposals in Iran Ministry of
Commerce. Later, Asosheh et al. (2010) extended their DEA approach and combined
it with Balanced Score Card (BSC) to propose a new approach for IT project selection.
The approach used BSC as a framework for defining the set of evaluation criteria and
DEA for ranking the alternatives. Hou (2011) proposed a grey multi-criteria decision
model for IT/IS project selection. The grey theory was used to deal with the uncer-
tainty and fuzziness of IT/IS project selection contexts. Bai and Zhan (2011) proposed
a fuzzy ANP method for IT project selection and illustrated its application in an oils
and food importer and exporter company inChina.Yang et al. (2013) proposed a hybrid
decision model for IS project selection based on three categories of criteria (critical,
quantitative, and qualitative) that were derived from literature review and interviews.
The authors showed the applicability of their approach for cargo IS selection of an
airline company. The approach presented in this paper is different from previous works
in the sense that it combines decision makers’ subjective opinions regarding a set of
artificial alternatives and finds the most efficient IS project using a new integrated
DEA approach.

3 DEA models

DEA is a non-parametric, LP-based technique for measuring and assessing the relative
efficiency of a set of similar entities. The original DEAmodels (CCR and BCC) define
efficiency of a DMU as the maximum ratio of weighted outputs to weighted inputs,
subject to the constraint that the same proportion for all DMUs must be less than
or equal to one. The outcome of these models is a categorization of all DMUs as
either efficient or inefficient, and hence these models fail to discriminate the efficient
DMUs. However, in many applications, the decision makers need to find a single most
efficient DMU among a given set of alternatives. To solve this problem, some DEA
models have been proposed in the literature. Ertay et al. (2006) extended minimax
DEA model to identify a single most efficient DMU and used that to evaluate layout
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design of manufacturing systems. Amin and Toloo (2007) improved their work and
proposed Model (1) for finding the most efficient DMU, given a set of units.

min dmax

s.t.
dmax − d j ≥ 0 j � 1, . . . , n
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr j −

m∑

i�1
vi xi j + d j − β j � 0 j � 1, . . . , n

n∑

j�1
d j � n − 1

0 ≤ β j ≤ 1 j � 1, . . . , n
d j ∈ {0, 1} j � 1, . . . , n
vi , ur ≥ ε i � 1, . . . ,m; r � 1, . . . , s

(1)

This model is a Mixed Binary Linear Programming (MBLP) model in which it
is assumed there are n DMUs with multiple inputs and multiple outputs: j: index for
DMUs (j�1,…, n), i: index for inputs (i�1,…,m), r: index for outputs (r �1,…, s),
xij: ith input of DMU j , yrj: rth input of DMU j , vi: weight for ith input, ur : weight
for rth output, dj: deviation of the DMU j from efficiency frontier. dmax: maximum
deviation from efficiency (dmax �max {dj:j �1, …, n}), 2: the non-Archimedean
infinitesimal for forestalling weights to be equal to zero.

The objective function of Model (1) is to minimize the maximum deviation from
efficiency. DMU j ismost efficient unit if and only if d*j �0. The constraint

∑n
j�1 d j �

n−1 forces among all the DMUs for only a single (known as most efficient) unit. The
model uses optimal CommonSet ofWeights (CSW) for all DMUs and hence it needs to
be solved only once in order to find the most efficient unit. In general, common weight
models have several advantages over the traditional DEA models; (i) the optimal set
of weights is obtained by solving only a single integrated problem, (ii) there is no need
to solve corresponding individual LP problem for evaluating all efficiencies, (iii) these
models render more discriminating power among efficient DMUs. For more details
about the common weight approach and its benefits, we refer the readers to Cook et al.
(1990), Roll et al. (1991).

Model (1) inherits all aforementioned advantages of common weight approaches.
It assumes the constant returns to scale technology in order to identify the most CCR-
efficient unit. Hence, it is not applicable to cases in which DMUs operate in variable
returns to scale. Later, Toloo and Nalchigar (2009) extended this model and proposed
a new DEA model for identifying the most BCC-efficient unit. Also, Amin (2009)
argued that Model (1) may result in more than one efficient DMU and suggested a
non-linear model which has been linearized by Toloo et al. (2017).

Toloo and Nalchigar (2011) continued this line of research and proposed a new
DEA model for finding the most efficient unit while the data of inputs and outputs
of alternatives are imprecise (e.g., cardinal, ordinal, or interval). They illustrated the
application of their model in a supplier selection setting, where the goal was to find
the best supplier. Toloo (2012b) found some problems in the Toloo and Nalchigar’s
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(2009)model and proposed a new integrated (MBLP-DEA)model for finding themost
BCC-efficient DMU.His approach includes two steps. The first step recognizes a set of
candidateDMUs for being themostBCC-efficient unit. The second step determines the
single most BCC-efficient unit among the candidates. The author proposed following
LP model to be used in the first step:

min dmax

s.t.
dmax − d j ≥ 0 j � 1, . . . , n
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j + d j � 0 j � 1, . . . , n

d j ≥ 0 j � 1, . . . , n
vi , ur ≥ ε i � 1, . . . ,m; r � 1, . . . , s

(2)

The free variable u0 is added to themodel to have a variable returns to scale envelop.

Here DMU j is efficient if and only if d∗
j � 0 (or equivalently,

∑s
r�1 u

∗
r yr j+u

∗
0∑m

i�1 v∗
i xi j

� 1).

It is plain to verify that there can be more than one efficient DMU and hence DMU j

is a candidate for being most BCC-efficient DMU if and only if d∗
j � 0. In order to

enforce finding a single efficient DMU, Toloo (2012b) imposed a new set of auxiliary
binary variables along with some additional constraints intoModel (1) and formulated
following MBLP-DEA integrated model:

min dmax

s.t.
dmax − d j ≥ 0 j � 1, . . . , n
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j + d j � 0 j � 1, . . . , n

n∑

j�1
θ j � n − 1

d j ≤ Mθ j j � 1, . . . , n
θ j ≤ Nd j j � 1, . . . , n
θ j ∈ {0, 1} j � 1, . . . , n
ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(3)

whereM and N are large numbers and θ j is a binary variable. In this model, if θ j �0,
then clearly the constraint θ j ≤Ndj is redundant and the constraint dj ≤Mθ j forces
that dj is equal to zero. Otherwise, if θ j � 1, then d j ≤ Mθ j is a redundant constraint
and θ j ≤ Nd j insures dj to be positive. These imply that in this model:

d j

{� 0 θ j � 0
> 0 θ j � 1
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Toloo (2013) continued this line of research by formulating a new DEA model to
determine the best efficient DMU between the several efficient ones without explicit
inputs. More recently, Toloo (2014a) proposed an epsilon-free DEA approach for
finding most efficient units. His approach excludes the non-Archimedean infinites-
imal epsilon and is computationally more efficient than previous ones; however, it
is applicable only to constant returns to scale situation. Toloo and Ertay (2014) and
Toloo (2016) dealt with vendor selection problem under certain and uncertain input
prices assumptions. The authors, in order to illustrate the potential application of their
approaches, utilized a case study of an automotive company located in Turkey. Toloo
and Kresta (2014) developed a method to select the best alternative for asset financing
and applied their approach to a real data set involving 139 different alternatives for
long-term asset financing provided by Czech banks and leasing companies. Interested
readers are referred to those references for formulation of these models.

Although these models can support decision making in organizations, they have
a conceptual view of the decision problem context and do not accommodate user’s
subjective opinions and judgments. In other words, these models are not well aligned
with real-world organizational decision making contexts and do not represent any
subjective information from decision makers. This paper fills this gap by proposing
a new DEA approach that finds the most efficient DMU while considering decision
makers subjective opinions.

Sowlati et al. (2005) created an LP model within DEA framework for ranking
DMUs. Their model accommodates decision makers’ intuitive sense and produces a
priority score for each DMU that allows them to be ranked. The intuitive, subjective
opinions of decisionmakers are imported into the approach in terms of a set of artificial
DMUs that are representative of good or bad alternatives. Their approach requires
decision makers to provide a set of sample DMUs, called artificial DMUs, and to
define the value of each criterion and a priority score for each of them. Then, the
model compares each real DMU with the defined set of sample/artificial DMUs and
assigns a priority score to it. Subsequently, the DMUs are prioritized based on their
score.

Sowlati et al. (2005) proposed the following model:

max
s∑

r�1
ur yr0 + u0

s.t.
m∑

i�1
vi xio � 1

s∑

r�1
ur yr J + u0 −

m∑

i�1
vi pJ xi J ≤ 0 J � 1, . . . , N

s∑

r�1
ur yro + u0 −

m∑

i�1
vi xio ≤ 0

ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(4)

where it is assumed that there are N artificial DMUs defined by decision makers with
multiple inputs and multiple outputs: J: index for artificial DMUs (J �1, …, N),
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xiJ : ith input of artificial DMUJ (r �1, …, m), yrJ : rth input of artificial DMUJ (r
�1, …, s), pJ : user’s assigned priority score of the artificial DMUJ , xio: ith input of
DMUo (DMU under consideration), yro: rth output of DMUo.

This model should be solved once for each real DMU to rank them all. Model
(4) compares each real DMU to the set of artificial DMUs and hence assessing the
priority of a new added DMU would not affect the priority of already assessed ones.
Sowlati et al. (2005) illustrated that using the Assurance Region method (Thompson
et al. 1986), as any DEA model, Model (4) can be extended to consider managerial
opinions and judgments about the relative importance of ranking criteria. In other
words, imposing some suitable restrictions can control the factor weights along with
the manager’s opinion (see Sowlati et al. 2005, p. 1287). Traditional multiplier DEA
models contain n + 1 constraints; however, there are N +2 constraints in Model (4).

The non-Archimedean epsilon 2plays an important role in the DEA models (see
Amin and Toloo 2004; Toloo 2014b). It seems Sowlati et al. (2005) practically ignored
the role of epsilon in their research; because on one hand, the authors did not provide
any approach to find a suitable value for the epsilon in their approach and, on the other
hand, the authors presented some DEA models with 2�0. For instance, consider the
following traditional BCC input-oriented model which evaluates the performance of
DMUo relative to n (real) units, i.e., DMU j ; j � 1, . . . , n:

max
s∑

r�1
ur yr0 + u0

s.t.
m∑

i�1
vi xio � 1

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi pJ xi j ≤ 0 j � 1, . . . , n

ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(5)

The dual form of Model (5) is expressed as bellow (see Sowlati et al. 2005, p.
1297) which is not a correct formulation based on the primal–dual relations in linear
programming:

min θ

s.t.
n∑

j�1
λ j xi j ≤ θxio i � 1, . . . ,m

n∑

j�1
λ j yr j ≥ yro r � 1, . . . , s

n∑

j�1
λ j � 1

λ j ≥ 0 j � 1, . . . , n

(6)

As amatter of fact, the followingmodel is the correct dual form (see Ali and Seiford
1993, p. 291)
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min θ − ε

(
m∑

i�1
s−
i +

s∑

r�1
s+r

)

s.t.
n∑

j�1
λ j xi j − s−

i � θxio i � 1, . . . ,m

n∑

j�1
λ j yr j − s+r � yro r � 1, . . . , s

n∑

j�1
λ j � 1

s−
i ≥ 0 i � 1, . . . ,m
s+r ≥ 0 r � 1, . . . , s
λ j ≥ 0 j � 1, . . . , n

(7)

As inspection makes it clear, Model (6) is the dual of Model (5) if and only if 2�0;
however, it shows that the role of epsilon is disregarded in these models.

4 Proposed approach

The approach of Sowlati et al. (2005) addresses several drawbacks in its previous
approaches (e.g., requiring less amount of input from the decision makers and hence
simplicity). However, their approach does not treat all the DMUs on an equal footing
since it includes solving one LP model for each alternative. This assumption could be
problematic as in many real cases, IS project proposals are competing against each
other and hence should be treated equally. In this paper, we propose a new DEA
approach for addressing this drawback. The proposed approach finds most efficient
units in the presence of managerial subjective judgments such as artificial DMUs with
assigned priority scores. We illustrate that our approach evaluates all the DMUs on an
equal footing and we show that our approach requires less amount of computation.

The first step of our approach finds a set of candidate DMUs to be the most efficient
unit by solving the following model:

min dmax

s.t.
dmax − d j ≥ 0 j � 1, . . . , n
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr J + u0 −

m∑

i�1
vi pJ xi J ≤ 0 J � 1, . . . , N

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j + d j � 0 j � 1, . . . , n

d j ≥ 0 j � 1, . . . , n
ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(8)
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Here dj is the deviation from efficiency of DMU j and dmax �max {dj:j �1,…, n}.
In order to measure the performance of DMU j ( j � 1, . . . , n), in the presence
of user defined artificial DMUJ (J � 1, . . . , N ), Model (8) minimizes the maxi-
mum deviation from efficiency. Suppose that the model is solved and the optimal
solution (v∗, u∗, u∗

o, d
∗, d∗

max ) is at hand, where v∗ � (
v∗
1 , . . . , v

∗
m

) ∈ R
m , u∗ �(

u∗
1, . . . , u

∗
s

) ∈ R
s , and d∗ � (

d∗
1 , . . . , d∗

n

) ∈ R
n . Taking the common set of weights

into consideration, the efficient frontier can be defined as u∗ y − u∗
0 − v∗x � 0 and

subsequently DMUk having minimum value of dj is the closest unit into the efficient
frontier. Therefore, the most efficient unit candidate is defined as follows:

Definition 1 DMUk is a candidate for being most efficient unit if and only if d*k
�min {d*j :j �1, …, n}.

Indeed, Model (8) is a modified version of Model (2) which makes users able
to import their intuitive sense by defining a set of artificial DMUs. This model is
an aggregated model which evaluates all the DMUs using a common set of weights.
Therefore, this model needs to be solved only once, to compare all the real DMUswith
the artificial ones, and then finds a set of candidates for being the most efficient one.
It should be mentioned here that, unlike Model (2), in this model d*k is not necessarily
equal to zero and would have higher values. It is notable that if solving this model
results in d*k �0, it implies that DMUk has a better performance than all the user
defined artificial DMUs.

In order to find a suitable value for 2in Model (8), we propose the following LP
model, which is an extended version of epsilon models suggested by Toloo (2012b)
and Toloo and Nalchigar (2009):

ε∗
1 � maxε
s.t.
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr J + u0 −

m∑

i�1
vi pJ xi J ≤ 0 J � 1, . . . , N

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j ≤ 0 j � 1, . . . , n

ε − ur ≤ 0 r � 1, . . . , s
ε − vi ≤ 0 i � 1, . . . ,m
ε ≥ 0

(9)

Now we provide some interesting properties of Model (9).

Theorem 1 Model (9) is always feasible.

Proof A simple computation clarifies that
(
εo, vo, uo, uo0

) � (0, 0m, 0s, 0) is a feasi-
ble solution for Model (9) where 0m � (0, . . . , 0) ∈ R

m . �
Theorem 2 The optimal objective value of Model (9) is bounded.
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Proof From the first set of constraints in Model (9), i.e.
∑m

i�1 vi xi j ≤ 1, for each fea-
sible solution

(
εo, vo, uo, uo0

)
we havemin {vo1,…, vom}<∞.Without loss of generality

suppose vo1 �min {vo1,…, vom}. Now, the first constraint in the last set of constraints of
Model (9), i.e., ε − v1 ≤ 0, implies that ε∗ < ∞. �

The following theorem verifies the feasibility of Model (8):

Theorem 3 Model (8) is feasible for 0≤ 2≤ 2*1.

Proof Suppose that
(
ε∗, v∗, u∗, u∗

0, d
∗) is an optimal solution of Model (9). Note that

such solution exist by Theorem 1. Let dmax � max{d∗
1 , . . . , d∗

n } and select 0≤ 2≤ 2*

as a suitable value for the non-Archimedean epsilon value. As inspection makes clear,
(dmax , v

∗, u∗, u∗
0, d

∗) is a feasible solution for Model (8) which completes the proof.�
Theorem 4 Model (8) is infeasible for ε ∈ (ε∗

1,∞).

Proof Suppose, contrary to our claim, that (d̄max , v̄, ū, ū0, d̄) is a feasible solution for
Model (8) with ε̄ > ε∗

1 . A trivial verification shows that (ε̄, v̄, ū, ū0, d̄) is a feasible
solution for Model (9) with an objective value, ε̄, which is larger than the optimal
objective value, 2*1, which is impossible. �
Definition 2 Let E �

{
k : d∗

k � mind∗
j ( j � 1, . . . , n)

}
resulted from solving Model

(8). DMUk for k ∈ E is a candidate for being most efficient DMU in presence of
artificial, user defined DMUs.

If |Ej |�1, then the most efficient DMU is identified. Otherwise, following model
is proposed as second step of our approach for further analysis of candidate DMUs
and finding the most efficient unit:

min dmax

s.t.
dmax − d j ≥ 0 j � 1, . . . , n
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr J + u0 −

m∑

i�1
vi pJ xi J ≤ 0 J � 1, . . . , N

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j + d j � 0 j � 1, . . . , n

n∑

j�1
θ j � n − 1

(
d j − dmin

) ≤ Mθ j j � 1, . . . , n
θ j ≤ M

(
d j − dmin

)
j � 1, . . . , n

θ j ∈ {0, 1} j � 1, . . . , n
d j ≥ 0 j � 1, . . . , n
ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(10)
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whereM is a large positive number, and the variable dmin, as will be explained shortly,
equals min {dj:j �1, …, n}. This model is indeed based on Model (8) and includes
additional constraints and variables to assure finding a single most efficient unit.

Theorem 5 Model (10) finds the most efficient DMU in the presence of artificial user
defined DMUs.

Proof Without loss of generality, suppose that k ε E and θk � 0, then the con-
straint (dk − dmin) ≤ Mθk leads to d∗

min � d∗
k � mind∗

j , whereas the constraint
θk ≤ M (dk − dmin) is redundant. On the other hand, if j ∈ E, j �� k, then the
constraint θ j ≤ M

(
d j − dmin

)
forces dj to take a greater value than dmin, meanwhile

the constraint
(
d j − dmin

) ≤ Mθ j is redundant (for a large enough value of M). To
summarize, in Model (10):

d j

{� dmin, i f θ j � 0
> dmin, i f θ j � 1

Referencing the constraint
∑n

j�1 θ j � n−1, there is a singleDMUwhich is considered
as the most efficient unit. �

The existence of alternative optimal solution is an issuewhich should be considered.
To verify that whether there is another alternative optimal solution to Model (10),
referencing to Toloo (2012b), we add a new constant θK �1 to the model and resolve
the resulting model. If the optimal value increases, then there is no alternative optimal
solution.

It is clear on inspection that the following model identifies the maximum non-
Archimedean epsilon value for Model (10):

ε∗
2 � maxε
s.t.
m∑

i�1
vi xi j ≤ 1 j � 1, . . . , n

s∑

r�1
ur yr J + u0 −

m∑

i�1
vi pJ xi J ≤ 0 J � 1, . . . , N

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j + d j � 0 j � 1, . . . , n

n∑

j�1
θ j � n − 1

(
d j − dmin

) ≤ Mθ j j � 1, . . . , n
θ j ≤ M

(
d j − dmin

)
j � 1, . . . , n

ε − ur ≤ 0 r � 1, . . . , s
ε − vi ≤ 0 i � 1, . . . ,m
θ j ∈ {0, 1} j � 1, . . . , n
d j ≥ 0 j � 1, . . . , n
ε ≥ 0

(11)

The following theorems can be proved in much the same way as Theorems 1–3.
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Theorem 6 Model (11) is always feasible.

Theorem 7 The optimal objective value of Model (11) is bounded.

Theorem 8 Model (10) is feasible for 0≤ 2≤ 2*2.

Theorem 9 Model (10) is infeasible for ε ∈ (ε∗
2,∞).

The following theorem verifies the relationship between the optimal objective value
of Models (9) and (11):

Theorem 10 0 ≤ ε∗2 ≤ ε∗1.

Proof Let S1 and S2 be the feasible region of Models (9) and (11), respectively. In
other words:

S1 �
{

(ε, v, u, u0)

∣
∣
∣
∣
uyJ + u0 − pJ vx J ≤ 0 (∀J ) , uy j + u0 − vx j ≤ 0 (∀ j)
vx j ≤ 1 (∀ j) , ε − vi ≤ 0 (∀i) , ε − ur ≤ 0 (∀r)

}

S2 �
⎧
⎨

⎩
(dmin , d, θ , v, u, u0)

∣
∣
∣
∣
∣
∣

vx j ≤ 1 (∀ j) , uyJ + u0 − pJ vx J ≤ 0 (∀J ) , uy j + u0 − vx j + d j � 0 (∀ j)
1nθ � n − 1,

(
d j − dmin

) ≤ Mθ j (∀ j) , θ j ≤ M
(
d j − dmin

)
(∀ j)

vi ≥ ε (∀i) , ur ≥ ε (∀r) , d j ≥ 0 (∀ j) , θ j ≥ 0(∀ j)

⎫
⎬

⎭

where 1n � (1, . . . , 1) ∈ R
n . In addition, let ε̄ be the given (obtained) non-

Archimedean epsilon and (d̄min, d̄, θ̄ , v̄, ū, ū0) be a feasible solution for Model (11).
An easy computation clears that (ε̄, v̄, ū, ū0) is a feasible solution for Model (9) and
since the objective function of Models (9) and (11) are identical, and these models are
the maximization type, we arrive at ε∗2 ≤ ε∗1. Note that the reverse is not always true
which completes the proof. �

In general, we can summarize the merits of our new approach from both technical
and computational points of view:

1. Technically: Sowlati et al.’s approach evaluates all DMUs by different sets of
weights and hence could be problematic as inmany real cases, IS project proposals
are competing against each other and hence should be treated in an identical
situation. However, our model treats all IS projects on an equal footing which
makes the IS project evaluation more realistic. Moreover, the common weight
models rendermore discriminating power among efficient DMUs (formore details
see Cook et al. 1996).
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2. Computationally: In our approach, there is no need to run a model for each DMU
and hence it is simpler and more efficient than the Sowlati et al.’s approach. To be
more specific, consider the following standard form of Model (4):

max
s∑

r�1
ur yr0 + u+0 − u−

0

s.t.
m∑

i�1
vi xio � 1

s∑

r�1
ur yr J + u+0 − u−

0 −
m∑

i�1
vi pJ xi J − tJ � 0 J � 1, . . . , N

s∑

r�1
ur yro + u+0 − u−

0 −
m∑

i�1
vi xio − t � 0

ur − syr � ε r � 1, . . . , s
vi − sxi � ε i � 1, . . . ,m
ur , s

y
r ≥ 0 r � 1, . . . , s

vi , sxi ≥ 0 i � 1, . . . ,m
tJ ≥ 0 J � 1, . . . , N
t, u+0, u

−
0 ≥ 0

(12)

where there areN +2(m + s)+3 variables and N +m + s +2 constraints. According
to Bazaraa et al. (2010), it is often empirically suggested that on the average in
most instances, the simplex method for solving an LP with p decision variables
and q constraints (in the standard from) requires roughly on the order of q to 3q
iterations. Each iteration needs q(p −q)+p +1 multiplications and q(p −q +1)
additions. Analogously, Model (12) requires on the order of N +m + s +2 to 3(N
+m + s +2) iterations and in each iteration it needs (N +m + s +2)(m + s +1)+N
+2(m + s)+4 multiplications and (N +m + s +2)(m + s +1) additions (see Toloo
et al. 2015) for more details). As a result, a single run of the proposedMILPmodel
(10) needs significantly less computations than n times running of model (4), i.e.,
one run for each real DMU.

5 Illustration

We consider a real case of ranking IS projects at a large financial institution which
is adapted from Sowlati et al. (2005). The case study included 41 real IS projects to
be ranked. Also, the decision makers had defined 18 artificial projects to be used for
ranking the real ones. There are four inputs for each DMU: Time to market (I1), Green
dollar costs (I2), Brown dollar costs (I3), and Potential risks (I4). Also, there are four
outputs for each DMU: Breath of benefits (O1), Intangible benefits (O2), Green dollar
benefits (O3), and Brown dollar benefits (O4). Readers are referred to Sowlati et al.
(2005) for definition of each input and output. Tables 1 and 2 present the data of real
and artificial IS projects, respectively. Using Model (4), Sowlati et al. (2005) ranked
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Table 1 Data of 41 real IS projects Sowlati et al. (2005)

IS
projects

DEA inputs DEA outputs

DMUs I1 I2 I3 I4 O1 O2 O3 O4

1 20 1 30 60 50 100 1 100

2 10 1 30 40 100 60 1 60

3 40 1 20 1 50 100 1 20

4 60 1 20 1 100 100 1 1

5 40 30 50 40 100 100 1 80

6 90 1 70 60 75 100 1 100

7 60 1 20 40 90 80 1 20

8 50 10 20 40 90 100 1 20

9 60 1 40 20 75 60 1 50

10 50 1 20 1 80 40 1 20

11 20 20 30 60 80 100 1 40

12 20 20 10 1 25 100 1 20

13 30 30 20 40 100 60 1 40

14 40 70 30 1 100 100 1 80

15 40 20 30 60 50 80 1 60

16 60 1 30 40 90 60 1 20

17 90 1 20 1 100 40 1 10

18 60 1 30 20 50 100 1 10

19 60 30 30 40 50 100 1 60

20 80 1 80 80 75 100 1 80

21 40 20 20 20 75 60 1 20

22 40 20 20 20 75 60 1 20

23 90 1 10 1 25 40 1 20

24 90 1 20 40 75 40 1 20

25 90 1 20 60 100 1 1 30

26 30 1 30 20 75 20 1 1

27 90 1 30 10 50 60 1 20

28 90 1 20 20 50 40 1 20

29 100 1 20 1 75 20 1 10

30 100 1 50 1 75 40 1 1

31 60 10 20 40 75 20 1 20

32 90 10 20 60 75 60 1 20

33 60 20 20 40 75 40 1 20

34 100 1 30 1 75 20 1 1

35 100 1 20 1 50 20 1 1

36 60 10 20 60 20 40 1 20

37 100 10 30 1 50 20 1 1
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Table 1 continued

IS
projects

DEA inputs DEA outputs

DMUs I1 I2 I3 I4 O1 O2 O3 O4

38 90 20 30 60 100 20 1 20

39 100 1 40 20 50 40 1 1

40 100 1 20 1 1 20 1 1

41 1 100 20 1 1 20 1 1

The data involves a constant output O3. See “Appendix A” to see the role of a constant input/output in the
original BCC model, i.e., without the user subjective opinions

the IS projects in Table 1 and found that DMU14 achieves the highest rank among all
41 competing proposals. Data of this section is used later in this paper to demonstrate
application of our proposed approach.

Using GAMS operations research software,1 we solve the proposed Models
(8)–(11) for the data of real and artificial IS projects. The maximum value of non-
Archimedean epsilon obtained fromModel (9) is 2*1 �0.004149. Using this value and

solvingModel (8) for the datasetwegetd∗
1 � d∗

2 � d∗
14 � min

{
d∗
j , j � 1, . . . , 41

}
�

1.0622 or equivalently E �{1, 2, 14}, which implies that DMU1, DMU2, and DMU14
are suitable candidates for being most efficient IS projects. Because of |E| >1, Model
(8) fails to discriminate the most efficient IS project andModel (10) should be utilized.

Solving Model (10) with 2*2 �5.176×10−5 results in d*14 �d*min �0.373, and θ*14�0. This indicates that DMU14 is the most efficient unit. It is important to make
sure that there is no alternative solution for Model (10) (for a deeper discussion of
alternative solutions in DEA we refer the readers to Toloo 2012a). To verify that, we
add a new constraint θ14 �1 to the model and repeat the calculation. The new result is
dmax*�0.391, showing that the optimal objective value is increased and hence there
is no alternative optimal solution.

Table 3 presents the complete results of Model (10) and compares it with some
similar approaches: super-efficiency, cross-efficiency, Sowlati et al. (2005) and Toloo
(2012b). It can be seen that DMU14 is also ranked as the first IS project in super-
efficiency and Sowlati et al. (2005). Moreover, the super-efficiency model for DMU6
is infeasible which shows one of the main issues of the method (For more details see
Lawrence and Zhu 1999 and Lee et al. 2011). On the other hand, cross-efficiency picks
DMU2 because the method considers the average self-evaluated and peer-evaluated
scores for each DMU. Toloo (2012b) selects a different IS project because its for-
mulation does not capture the subjective opinions of decision makers. In comparison
with Sowlati et al.’s approach, our approach treats all DMUs an equal footing. The
proposed DEAmodels obtain a common set of optimal weights in the evaluation of all
DMUs and hence treat them equally. Since in many IS project selection situations all
the proposals are competing together to get approved and receive resources, it makes

1 Available for free at www.gams.com.
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more sense to evaluate them in an identical condition. Moreover, our approach does
not need to solve one individual LP problem for each of the alternatives. It is while
the super-efficiency, cross-efficiency, and Sowlati et al. (2005) approaches require n
LP models to be solved (i.e., treating alternatives differently), where n is total number
of alternative projects (n �41 in the case study). Our approach assist decision makers
by a fairly less number of computations. Based on our computations, 158 iterations
used by the CEPLEX solver of GAMS software to solve all the 41 LP models and the
total number of multiplications and additions is 44,240 and 39,816, respectively.

6 Conclusion

IS project selection is of great importance in today’s enterprises for their operational
excellence, profitability, competitive advantage, and hence survivability in current
dynamic environment. This paper proposed a new DEA approach for evaluation and
selection of most efficient IS projects. The proposed approach makes users able to
import their subjective opinions and intuitive senses regarding a set of artificial alter-
natives that represent good or bad IS projects. The proposed model then compares
the real alternatives with the set of artificial ones and finds the most efficient project.
Applicability of proposed approach is illustrated on a real-world case study and data set
obtained from a previous study. Results indicate that the proposed approach provides
a fair and equitable evaluation.

Future works can extend the proposed approach to fuzzy data environments and
make it able to receive decision makers’ judgments in terms of linguistic terms. More-
over, to utilize the proposed approach for full ranking of DMUs is another promising
avenue for future research. It worth mentioning that although this paper focused on
IS project selection problem, it contributes to the field of DEA by introducing a new
integrated approach for finding most efficient units. Additionally, the proposed DEA
approach could be applied in the broader area of enterprise decision making besides
enterprise IS project. These extensions are left for future research. Recently, Toloo and
Salahi (2018) formulated an interesting powerful discriminative approach for select-
ing the most efficient unit in DEA which can be extended for taking the subjective
opinions and intuitive senses of decision makers into consideration. Finding the most
efficient DMU under uncertainty in another interesting area of research (for a deeper
discussion we refer the readers to Toloo et al. 2018).
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Appendix A

Consider the following input-oriented BCC model:

θ∗
o � max

s∑

r�1
ur yr0 + u0

s.t.
m∑

i�1
vi xio � 1

s∑

r�1
ur yr j + u0 −

m∑

i�1
vi xi j ≤ 0 j � 1, . . . , n

ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(A.1)

Without loss of generality, suppose ysj �c for j �1, …, n. Model (A.1) can be
rewritten as:

θ∗
o � max

s−1∑

r�1
ur yr0 + usc + u0

s.t.
m∑

i�1
vi xio � 1

s−1∑

r�1
ur yr j + usc + u0 −

m∑

i�1
vi xio ≤ 0 j � 1, . . . , n

ur ≥ ε r � 1, . . . , s
vi ≥ ε i � 1, . . . ,m

(A.2)

Now, by making the change of variable ū0 � usc + u0 we obtain the following
model which is equivalent to the BCC model (A.1):

θ∗
o � max

s−1∑

r�1
ur yr0 + ū0

s.t.
m∑

i�1
vi xio � 1

s−1∑

r�1
ur yr j + ū0 −

m∑

i�1
vi xio ≤ 0 j � 1, . . . , n

ur ≥ ε r � 1, . . . , s − 1
vi ≥ ε i � 1, . . . ,m

(A.3)

Hence, the following theorem is proved:

Theorem A.1 A constant output in the input-oriented BCC model is redundant.

Analogously, the following theorem can be proved:

Theorem A.2 A constant input in the output-oriented BCC model is redundant.
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